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Introduction 

               After completing HS, students are very confused about choosing their career. Most 

of the students opt Engineering and Medical stream. On one hand choosing a general subject 

as a career option is very rare. Above that choosing a rarer subject such as Statistics, 
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Geology, Anthropology, etc., is once in a blue moon. Specifically in rural areas, students are 

more unaware about these subjects as compared to urban students. So, in this project, we 

would try to analyze various factors responsible for making the students opt for such rarer 

subject by using some statistical tools and draw a conclusion on this study.  

 

 

 

 

 

 

 

 

 

Objective 

The objectives of my project are simple, these are  

 To determine the important factors for choosing rare subject as a career in UG. 

 To check the association between the categorical variables using Pearson’s Chi-Square 

Test. 
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 To check effects of the various factors on the decision of choosing rare subject using 

logistic regression. 

 To identify the most important factors effecting the decision of choosing rare subject 

using stepwise regression. 
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Data Collection 

For my Project, I have collected the data from the students who are studying in the 

colleges situated in the rural areas via both, online and offline mode. For collecting the data in 

online mode, I have made a google form (questionnaire), which I have attached in the 

‘Appendix’. And for collecting the data via offline mode, I have done a survey in my college 

in several departments. From this I have experienced and learned a lot about data collection. 

 

Data Description 

There are 12 factors in my data. These are ‘Availability of the subject in HS’, ‘Getting 

interest in the subject’, ‘Parents’ preference’, ‘Own decision’, ‘Teacher’s guidance’, ‘Friend’s 

or relative’s influence’, ‘Job opportunity’, ‘Not get any chance in other course’, ‘Sex’, ‘Father’s 

education’, ‘Mother’s education’ and ‘Family income’. And the dependent variable is ‘Target’. 

      Size of the data = 150, where the no. of rare subject = 75 and the no. of rare subject = 

75 

 

❖ Factors descriptions:  

1. Availability of the subject in HS: If the student had the subject in his/her HS level. 

(Categorical) [Yes/No] 

2. Getting interest in the subject: If the student is getting interest in the subject. 

(Categorical) [Yes/No] 

3. Parents preferences: If the student has taken the subject for his/her parents’ 

preference. (Categorical) [Yes/No] 

4. Own decision: If the student has taken the subject by own decision. (Categorical) 

[Yes/No] 

5. Teacher’s guidance: If the student has taken the subject for any teacher’s guidance. 

(Categorical) [Yes/No] 

6. Friend’s or relative’s influence: If the student has taken the subject for his/her 

friend’s or relative’s influence. (Categorical) [Yes/No] 
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7. Job opportunity: If the student has taken the subject for job opportunity. 

(Categorical) [Yes/No] 

8. Not get any chance in other course: If the student has taken the subject not for 

getting chance in other course. (Categorical) [Yes/No] 

9. Sex: The sex of the student. (Categorical) [Male/Female] 

10. Father’s education: The qualification of father of the student. (Categorical) [Up to 

matriculation, Higher secondary/Graduation/Post Graduation] 

11. Mother’s education: The qualification of mother of the student. (Categorical) [Up 

to matriculation, Higher secondary/Graduation/Post Graduation] 

12. Family income: Family income of the student. (Numerical) 

 

• Target: The target is defined as “the subject is rare or not.” 

 

 

❖ Index of the Factors: 

➢ For the factors ‘Availability of the subject in HS’, ‘Getting interest in the subject’, 

‘Parents’ preference’, ‘Own decision’, ‘Teacher’s guidance’, ‘Friend’s or relative’s 

influence’, ‘Job opportunity’ and ‘Not get any chance in other course’, Yes = 1 and 

No = 0 

➢ For the factor ‘Sex’, Male = 1 and Female = 0. 

➢ For the factors ‘Father’s education’ and ‘Mother’s education’,  

Up to matriculation = 0, Higher secondary = 1, Graduation = 2 and Post Graduation 

= 3. 

➢ For the factor ‘Family income’, 0-9999 = 0,  

                                                   10000-19999 = 1,  

                                                   20000-49999 = 2 

                                                   and 50000 and above = 3 

➢ For the variable, ‘Target’, Rare = 1 and Not rare = 0. 

 

Methodology 
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 Pearson’s chi-square for independence: 

  The Chi-square test of independence checks whether two variables are likely to be 

related or not. We have counts for two categorical or nominal variables. We also have an idea 

that the two variables are not related. The test gives us a way to decide if our idea is plausible 

or not. 

This is the motivation behind the hypothesis for the Chi-Square Test of Independence: 

            H0: In the population, the two categorical variables are independent. 

            H1: In the population, the two categorical variables are dependent 

The Chi-Square test statistic is calculated as follows: 

                                       χ2 = ∑
(𝑜𝑖−𝐸𝑖)2

𝐸𝑖

𝑟𝑐

𝑖=1
      ~ χ2

(r-1)(c-1) ,  under null 

hypothesis. 

 

where   
 𝑜𝑖

 = the observed frequency                                    r = no. of rows 

                    E
i
 
= the expected frequency                                     c = no. of columns. 

 

Under the null hypothesis and certain conditions, the test statistic follows a Chi-Square 

distribution with degrees of freedom equal to (r−1)(c−1), where r is the number of rows and c 

is the number of columns. We leave out the mathematical details to show why this test statistic 

is used and why it follows a Chi-Square distribution. As we have done with other statistical 

tests, we make our decision by either comparing the value of the test statistic to a critical value 

(rejection region approach) or by finding the probability of getting this test statistic value or 

one more extreme (p-value approach). 

 

 

 

 

 P-Value: 
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  In statistics, the p-value is the probability of obtaining results at least as extreme as the 

observed results of a statistical hypothesis test, assuming that the null hypothesis is correct. 

The p-value is used as an alternative to rejection points to provide the smallest level of 

significance at which the null hypothesis would be rejected. A smaller p-value means that there 

is stronger evidence in favour of the alternative hypothesis. We Know that P-value is a 

statistical measure, that helps to determine whether the hypothesis is correct or not. P-value is 

a number that lies between 0 and 1. The level of significance(α) is a predefined threshold that 

should be set by the researcher. It is generally fixed as 0.05.  

 

P-value Decision 

P-value > 0.05 The result is not statistically significant and hence don’t reject the null 

hypothesis. 

P-value < 0.05 The result is statistically significant. Generally, reject the null 

hypothesis in favor of the alternative hypothesis. 

P-value < 0.01 The result is highly statistically significant, and thus reject the null 

hypothesis in favor of the alternative hypothesis. 

 

 

 

 

 

 Logistic Regression: 
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❖ Logistic regression is a supervised technique to find the probability of dependent 

variable. 

❖ Logistic regression uses functions called the ‘logit’ functions, that helps derive a 

relationship between the dependent variable and independent variables by predicting 

the probabilties. 

❖ The logistic functions (also known as the Sigmoid functions) convert the probabilities  

into binary values which would be further used for predictions. 

❖ It’s a classification algorithm, that is used where the response variable is categorical.  

❖ The idea of logistic regression is to find a relationship between features and probability 

of particular outcome. 

❖ Logistic regression is used for clasification problems in machine learning. 

❖ Usually there are two types of supervised machine learning problems 

i) Linear regression where prediction value is continuous. 

ii) Classification where predicted value is categorical. 

❖ It establishes the relationship between a categorical variable and one or more 

independent variables. 

❖ This relationship is used in machine learning to predict the outcome or more 

independent variables. 

❖  This is used in many different fields such as the medical field, trading and business, 

technologgy and many more. 

 

➢ Types of Logistic Regression: 

1. Binary logistic regression: The dependent variable has only two possible 

outcome/classes. 

        Ex.: Yes/No. 

2. Multinomial logistic regression: The dependent variable has only three or 

more possible outcome/classes without ordering. 

Ex.: Red, Green, Blue 

3. Ordinal logisic regression: The dependent variable has only three or more 

possible outcome/classes with ordering. 

      Ex.: Movie rating 1 to 5. 

 

➢ Assmptions:  
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It assumes that there are minimal, or no-collinearity among the independent 

variables. 

The best way to check the presence of multi-collinearity is to perform VIF 

(Variance Inflation Factor). 

▪ The dependent variable must be categorical in nature. 

 

 

➢ Build a Logistic regression model :  

 

The logistic function is given by the following formula: 

                                   𝜎(𝑧) =
ⅇ𝑧

1+ⅇ𝑧           

                         

                        or,        𝜎(𝑧) =
1

1+ⅇ−𝑧 

 

Now for simple linear regression,    

                                   𝑧 = 𝑎 + 𝑏𝑥 

 

The sigmoid function for simple linear regression will be,  

                                   𝜎(𝑧) =
1

1+ⅇ−(𝑎+𝑏𝑥) 

 

And for multiple linear regression,  

                                   𝑧 = 𝛼 + 𝛽1𝑋1 + 𝛽2𝑋2 + ⋯ + 𝛽𝑛𝑋𝑛 

 

Hence, the Sigmoid function will be 

                                   𝜎(𝑧) =
1

1+ⅇ
−(𝛼+∑ 𝛽𝑖𝑋𝑖

𝑛

𝑖=1
)
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Fig: Logistic regression (sigmoid) curve. 

 

 

Suppose, {yi, Xi}, i = 1(1)n, contains independent samples. 

For the Single observation the logit model is 

𝑃{𝑦𝑖 = 1|𝑋𝑖} =
ⅇ(𝑋𝑖

𝑇𝛽)

1 + ⅇ(𝑋𝑖
𝑇𝛽)

 

 

        𝑃{𝑦𝑖 = 0|𝑋𝑖} = 1 −
ⅇ(𝑋𝑖

𝑇𝛽)

1 + ⅇ(𝑋𝑖
𝑇𝛽)

 

                                                =
ⅇ(𝑋𝑖

𝑇𝛽)

1 + ⅇ(𝑋𝑖
𝑇𝛽)

 

The likelihood of a single observation (yi, Xi) is 

f(yi, Xi | β) = 𝑝𝑦𝑖(1 − 𝑝)(1−𝑦𝑖) 

 

                  = {
ⅇ

(𝑋𝑖
𝑇𝛽)

1+ⅇ
(𝑋𝑖

𝑇𝛽)
}

𝑦𝑖

{
1

1+ⅇ
(𝑋𝑖

𝑇𝛽)
}

(1−𝑦𝑖)
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Hence, the joint likelihood is 

                        ℒ(𝛽; 𝑦, 𝑋) = ∏ {𝑝𝑖
𝑦𝑖(1 − 𝑝𝑖)(1−𝑦𝑖)}

𝑛

𝑖=1
, 

 

                           where      𝑝𝑖 =
ⅇ

(𝑋𝑖
𝑇𝛽)

1+ⅇ
(𝑋𝑖

𝑇𝛽)
 

 

       MLE of 𝛽:  

                   𝛽̂ = 𝑎𝑟𝑔𝑚𝑎𝑥ℒ(𝛽; 𝑦, 𝑋) 

                            𝛽    

                    = 𝑎𝑟𝑔𝑚𝑎𝑥𝑙𝑛ℒ(𝛽; 𝑦, 𝑋)  

                             𝛽 

                    = 𝑎𝑟𝑔𝑚𝑖𝑛[−𝑙𝑛ℒ(𝛽; 𝑦, 𝑋)] 

                                 𝛽 

 

 

 

 

 

 Stepwise Regression: 

• Stepwise regression is the step-by-step iterative construction of a regression model 

that involves the selection of independent variables to be used in a final model. It 

involves adding or removing potential explanatory variables in succession and testing 

for statistical significance after each iteration. 

• Forward selection begins with no variables in the model, tests each variable as it is 

added to the model, then keeps those that are deemed most statistically significant—

repeating the process until the results are optimal. 
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Results & conclusions 

 

We’ve checked association between the dependent variable ‘Target’ and the other 

factors by using Chi-square test. The result is given as following: 

Table 1: The results from Chi-square test 

Factors χ2 value d.f. P-Value Decision 

Availability of the subject in HS 96.618 1 2.2e-16 Reject 

Getting interest in the subject 1.1884 1 0.2757 Accept 

Parents preferences 1.2401 1 0.2655 Accept 

Own decision 7.0417 1 0.007963 Reject 

Teacher’s guidance 6.5041 1 0.01076 Reject 

Friend’s or relative’s influence 0 1 1 Accept 

Job opportunity 11.863 1 0.0005725 Reject 

Not get any chance in other course 3.5877 1 0.05821 Accept 

Sex 2.1916 1 0.1388 Accept 

Father’s education 9.8328 3 0.02004 Reject 

Mother’s education 6.5344 3 0.08832 Accept 

Family income 11.581 3 0.008966 Reject 

 

            Here we can clearly see that the P-values, for the factors ‘Getting interest in the 

subject’, ‘Parents preferences’, ‘Friend’s or relative’s influence’, ‘Not get any chance in other 

course’, ‘Sex’, ‘Mother’s education’, are greater than α = 0.05. Hence, there is no association 

of these factors with the dependent variable, denoted as ‘Target’.  

            On the other hand, the P-values for the factors ‘Availability of the subject in HS’, 

‘Own decision’, ‘Teacher’s guidance’, ‘Job opportunity’, ‘Father’s education’, ‘Family 

income’, are lesser than α = 0.05. And hence, these factors have association with the dependent 

variable, ‘Target’. 
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Now, I have checked the effects of the factors on the dependent variable using Logistic 

regression as following: 

 

Table 2: The results from Logistic regression 

 

Factors Estimate Standard 

error 

z value Pr(>|z|) Decision 

Availability of the subject in HS -5.22354 0.81299 -6.425 1.32e-10 Reject 

Getting interest in the subject 0.32194 2.22907 0.144 0.8852 Accept 

Parents preferences -2.48777 1.14034 -2.182 0.0291 Reject 

Own decision -1.98451 1.08315 -1.832 0.0669 Accept 

Teacher’s guidance 1.24399 0.91048 1.366 0.1718 Accept 

Friend’s or relative’s influence 0.21111 0.96375 0.219 0.8266 Accept 

Job opportunity 0.37471 0.66852 0.561 0.5751 Accept 

Not get any chance in other 

course 

-0.68372 0.90409 -0.756 0.4495 Accept 

Sex -0.61074 0.79762 -0.766 0.4439 Accept 

Father’s education 0.18001 0.6272 0.287 0.7741 Accept 

Mother’s education 0.46728 0.82151 0.569 0.5695 Accept 

Family income 0.04829 0.48303 0.1 0.9204 Accept 

 

 

          On applying logistic regression, we have arrived at the conclusion that the factors 

‘Getting interest in the subject’, ‘Own decision’, ‘Teacher’s guidance’, ‘Friend’s or relative’s 

influence’, ‘Job opportunity’, ‘Not get any chance in other course’, ‘Sex’, ‘Father’s education’, 

‘Mother’s education’, ‘Family income’ have no effect on the dependent variable denoted as 

‘Target’. Only ‘Availability of the subject in HS’ and ‘Parents preferences’ have effects on the 

dependent variable, ‘Target’. 
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Results from Stepwise Regression: 

Table 2: The results from Stepwise regression 

Factors Estimate Standard 

error 

t-value Pr(>|t|) 

 

Availability of the subject in 

HS 

-0.79155 0.04694 -16.862 < 2e-16 

Teacher’s guidance   0.16079 0.06047 2.659 0.00872 

Mother’s education 0.06822 0.03411 2.000 0.04735 

 

As we know that stepwise regression is usually used to identify the most significant 

factor among the independent variables, in this case we have found that ‘Availability of the 

subject in HS’ is the most crucial factor in effecting the dependent variable. After that the 

second most important factor, in this case is ‘Teacher’s guidance’ following which there is 

‘Mother’s education’. So, there are these three most effecting factors which are identified by 

stepwise regression. 

 

 

•  After applying the three different methods in the project, we have arrived on a 

conclusion that the factor, ‘Availability of the subject in HS’, is the only common 

effective factor in the all three methods. Practically, we can observe if a subject is 

available in higher secondary, then the students are more likely to opt the subject in 

UG.  
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Appendix 
Questionnaire of the data: 
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 Data: 

 

Avail in HS Getting interest in the subjectParents preferenceOwn decisionTeacher's guidanceFriend's or relative's influenceJob OpportunityNot get any chance for other courseSex Father's educationMother's educationFamily income (monthly in Rs.)Target

1 1 0 1 1 0 0 0 1 3 2 2 1

0 0 0 0 0 1 1 0 1 2 0 0 1

0 1 0 1 0 0 1 0 1 1 1 0 1

0 1 0 1 0 0 0 0 1 0 0 0 1

0 1 0 0 0 0 1 0 1 2 2 3 1

0 1 0 1 0 0 1 0 1 0 0 2 1

0 1 0 1 0 0 1 0 1 0 0 1 1

0 1 0 1 0 0 0 0 1 0 0 0 1

0 1 0 0 0 1 1 0 1 2 2 3 1

0 1 0 1 1 0 1 0 1 2 0 3 1

0 1 0 0 1 0 0 0 1 1 0 2 1

0 1 1 1 0 1 1 0 1 0 0 1 1

0 1 1 0 1 0 1 0 0 1 0 0 1

0 1 0 1 0 0 0 0 1 1 0 2 1

0 1 1 0 1 0 1 1 1 1 0 0 1

0 1 0 0 0 0 1 0 1 2 2 1 1

0 1 0 0 0 0 1 0 1 2 1 2 1

0 1 0 0 1 0 1 0 0 1 0 2 1

0 0 0 1 0 1 0 0 1 0 0 1 1

0 1 0 0 0 0 1 0 1 3 3 2 1

1 1 0 1 1 0 1 0 0 3 2 1 1

0 1 0 1 0 0 0 0 1 3 2 3 1

0 1 0 1 1 0 1 1 1 2 0 1 1

0 1 0 1 1 0 1 0 0 1 1 1 1

0 1 1 0 1 1 1 0 0 3 2 3 1

0 1 0 1 0 1 1 0 1 1 1 2 1

0 1 1 1 0 0 1 0 1 2 2 3 1

0 1 0 1 0 0 1 0 1 0 0 0 1

0 1 0 1 0 0 1 0 1 0 0 1 1

0 1 0 1 0 0 0 0 1 0 0 0 1

0 1 0 0 0 1 1 0 1 1 0 1 1

0 1 0 1 0 0 0 0 0 3 2 0 1

1 1 0 1 0 0 0 0 1 0 0 0 1

1 1 1 0 0 0 0 0 0 0 0 0 1

0 1 0 1 0 0 0 0 1 1 1 1 1

0 1 0 0 0 0 1 0 0 2 1 0 1

0 1 0 1 0 0 0 0 0 0 0 1 1

0 1 0 1 0 0 0 0 0 0 0 1 1

1 1 0 1 0 0 1 0 0 0 0 0 1

0 1 0 1 0 0 1 0 1 2 1 2 1

1 1 1 0 1 0 0 0 0 3 2 3 1

0 1 0 1 0 0 0 1 1 0 0 0 1

0 1 0 1 0 1 1 0 0 1 0 0 1

1 1 0 1 0 0 1 0 0 1 1 1 1

1 1 0 1 1 0 0 0 0 1 0 1 1

0 1 0 1 1 0 0 1 1 0 0 0 1

0 1 0 1 0 1 0 1 1 1 0 1 1

0 1 0 1 1 0 0 0 0 0 0 1 1

1 1 0 0 0 0 1 0 0 0 0 1 1

1 1 0 0 0 0 1 0 0 2 1 2 1

0 1 0 1 1 0 1 0 1 0 0 1 1

0 1 0 0 1 0 1 1 0 0 0 0 1

0 1 0 1 0 0 1 0 1 0 0 1 1

0 1 1 0 0 0 1 1 1 1 0 1 1

0 1 0 1 1 0 1 0 0 0 0 0 1

0 1 0 1 0 0 0 0 0 0 0 0 1

0 1 0 0 1 0 0 1 1 0 0 1 1

0 1 0 1 0 0 1 0 1 0 0 0 1

0 1 0 1 0 0 0 1 0 0 0 1 1

0 1 0 1 0 0 0 1 1 1 0 0 1

0 1 0 1 0 0 1 0 0 1 1 1 1

0 1 0 1 0 0 0 0 0 0 0 1 1

0 1 0 1 0 1 1 0 1 0 1 1 1

0 1 0 1 0 0 1 1 1 0 0 0 1

0 1 0 0 1 0 1 0 1 2 0 1 1

0 1 0 1 0 1 0 1 1 1 0 1 1

0 1 0 1 0 0 1 0 1 0 0 1 1

0 1 0 1 0 0 0 0 1 1 1 0 1

0 1 0 0 1 0 1 1 0 1 0 1 1

0 1 0 1 0 0 0 0 0 2 1 2 1

0 1 0 1 0 0 0 0 1 0 0 1 1

0 1 0 1 0 0 1 0 1 1 1 1 1

0 1 0 1 0 1 1 0 0 1 0 1 1

0 1 0 1 0 0 0 0 1 0 0 0 1

0 1 1 1 0 0 1 0 0 3 2 3 1
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1 1 0 1 0 0 0 0 1 0 0 0 0

1 1 0 1 0 0 1 0 1 0 0 0 0

1 1 0 1 0 0 1 0 1 1 0 0 0

1 1 0 1 0 0 0 1 1 0 0 1 0

1 1 0 1 0 0 0 0 1 0 0 0 0

1 1 0 1 0 0 1 0 1 0 0 0 0

1 1 0 1 0 0 0 0 0 0 0 0 0

1 1 0 1 1 0 1 0 0 2 0 0 0

1 1 0 1 1 0 1 0 0 2 0 1 0

1 1 1 1 0 0 0 0 0 2 1 2 0

1 1 0 1 0 1 0 1 1 2 1 1 0

1 1 1 0 0 0 1 0 0 2 2 2 0

1 1 0 1 0 0 0 1 1 1 0 0 0

1 1 0 1 0 0 1 0 0 1 1 2 0

1 1 0 1 0 1 0 0 0 0 0 0 0

1 1 0 1 0 0 0 1 1 0 0 0 0

1 1 1 1 0 0 1 0 0 2 1 2 0

1 1 0 1 0 1 0 1 1 1 0 1 0

1 1 0 1 0 0 1 0 1 0 0 1 0

1 1 1 0 1 0 0 0 0 2 1 2 0

1 1 0 1 0 1 1 0 1 1 1 1 0

1 1 0 1 0 0 1 1 1 1 0 1 0

1 1 1 1 0 0 1 0 0 2 1 2 0

1 1 0 1 1 0 1 0 1 0 0 1 0

1 1 0 1 0 1 0 1 1 2 1 2 0

1 1 0 1 0 0 0 0 1 0 0 0 0

1 1 0 1 0 0 0 0 0 0 0 0 0

1 1 1 0 1 0 1 0 0 2 2 2 0

1 1 0 1 0 1 1 1 1 1 0 1 0

1 1 0 1 0 0 0 0 0 0 0 0 0

1 1 0 1 0 0 0 1 0 1 0 1 0

1 1 0 1 0 1 0 0 0 0 0 1 0

1 1 0 1 0 0 0 1 0 0 0 0 0

1 1 1 1 0 0 0 1 1 1 0 1 0

1 1 0 1 1 0 0 0 0 0 0 0 0

1 1 0 1 0 1 0 1 1 1 0 0 0

1 1 0 1 0 0 1 0 1 0 0 0 0

1 1 0 1 0 0 0 1 0 1 1 3 0

1 1 0 1 1 0 0 0 0 1 0 2 0

1 1 0 1 0 0 0 0 1 0 0 0 0

0 1 0 1 0 0 0 0 1 0 0 0 0

1 1 0 1 0 1 1 0 1 1 1 1 0

0 1 1 0 0 0 1 0 1 2 2 2 0

0 1 0 1 0 0 0 0 0 0 0 1 0

0 1 0 1 0 0 1 0 1 0 0 0 0

1 1 0 0 0 0 0 1 0 1 0 0 0

1 1 0 1 0 0 0 0 0 0 0 0 0

1 1 1 0 0 0 0 0 0 0 1 0 0

1 1 0 1 0 0 0 0 0 0 0 0 0

1 1 1 1 0 0 1 0 0 0 0 0 0

1 0 1 1 0 0 1 0 0 2 0 0 0

1 1 1 1 0 0 1 0 0 0 0 0 0

1 1 1 1 0 0 1 0 0 0 0 0 0

1 0 0 1 0 0 0 1 1 0 0 0 0

1 1 0 1 0 0 0 0 1 0 0 1 0

1 1 0 1 0 1 0 0 0 1 0 0 0

1 1 0 1 0 0 0 0 1 0 0 1 0

1 1 1 0 0 0 0 0 0 2 1 3 0

1 1 0 1 0 0 0 1 0 0 0 0 0

1 1 0 1 0 0 0 0 1 0 0 3 0

1 1 0 1 0 0 0 0 1 1 0 0 0

1 1 0 1 0 1 0 1 1 0 0 1 0

1 0 1 0 0 0 0 1 0 0 0 0 0

1 1 0 1 0 0 0 0 0 0 0 0 0

1 1 0 1 0 0 0 1 1 1 1 2 0

1 1 0 1 0 0 0 0 0 0 0 0 0

1 0 0 1 0 0 0 1 1 0 0 0 0

1 1 0 1 0 0 0 0 1 0 0 0 0

1 1 0 1 0 0 0 0 0 1 0 1 0

1 1 0 1 0 0 0 1 1 0 0 0 0

1 0 0 1 0 0 0 1 1 0 0 0 0

1 1 0 1 0 0 0 1 0 0 0 0 0

1 1 0 1 0 0 0 0 1 0 0 0 0

1 1 0 1 0 0 0 0 0 1 0 0 0

1 0 0 1 0 0 0 1 0 0 0 0 0
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Command in R: 

 

 

 

Output in R: 
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