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A study of waiting time to judgement of court cases filed in Indian High
Courts ;
A survival analysis approach

e INTRODUCTION:

The path to justice in the context of the Indian legal system is oftentimes a
lengthy one, often stretching for a decade or two. The time to disposal of a case depends
on many factors , such as whether it is a criminal or civil case, in which court the case
is being filed, the judge or the bench, availability of evidence to continue hearing and
so on. All these factors contribute to the waiting time to judgement of a particular case.
If one looks at the status of pending cases in but High Courts , there will be some
homogeneity regarding the material conditions as compared to that of the lower courts
or when compared to the Supreme Court. To avoid such parity , I will focus my
discourse only in the domain of cases filed in Indian High Courts. It is impossible to
claim that there is no variation in material conditions across High Courts, but they are
positionally equivocal. When a case is being filed , the waiting time to judgement is
uncertain, even though lawyers do get a rough idea regarding the running time of the
case by virtue of experience , the estimates are not scientifically valid. This is the
problem | have chosen for this study; to estimate waiting time to judgement of cases
filed in Indian High Court.
In my study , the time to judgement is the study variable. I treat the time to judgement
as a continuous random variable , and correspondingly seek how the waiting time to
judgement is distributed over different intervals of time. The challenge in doing so is
the unavailability of plentiful information and the element of censoring present in the
data I am working with. For instance, the variation between civil and criminal cases
could not be compared in this study due to lack of sufficient information on the number
of cases withdrawn in a given period of time. The ultimate intention of this study is to
estimate an interval of time, in which the waiting time to judgement will lie with a
prefixed 95% probability. However, it should not be expected that the estimated
confidence interval applies uniformly to civil and criminal cases over all Indian courts
alike. The unavailability of sufficient information is a pivotal limitation to the findings
of this paper.
The mathematics involved in doing so will be discussed in the later sections of this
dissertation.
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OBJECTIVE:

The path to justice in context of the Indian legal system is usually a lengthy
one, oftentimes a decade or more. The objective of this study is to estimate the
survival function for the data on waiting time to disposal of court cases filed in Indian
High Courts.

Inferences about the results obtained by the two approaches mentioned will be drawn,
leading to a comparison of the two approaches and their validity for the given
problem.

Furthermore, the mean and median waiting time to disposal of a case will be
estimated , rendering some insight on the efficiency and shortcomings on the working
of the legal institutions of the country .

SOURCE OF DATA: The data is sourced from National Judiciary Data Grid’s
website.
The data used is given below:

Particulars  Civil Cases Pending Civil Cases Disposed ~ Criminal Cases Pending Criminal Cases Disposed Total Pending Total Disposed  Total Cases Withdrawn

Oto1Years 869119 158549 418943 7433 1288002 355040

1to3Years 689971 124573 207748 1230% 897719 257261

3to5Years 799885 44620 288642 18385 1088527 63175

5to10Years 1022405 70539 367314 19898 1389719 90658

10to 20Years 781107 30279 341417 656 112254 40636

Above 20Years 21116 6534 80304 1565 291420 8103

Total 6077971 814873 1
e METHODOLOGY:

The data at hand is used to estimate the non-parametric survival function using
a naive estimator devised from the idea of the Kaplan-Meier estimator. From there, |
estimate the cumulative hazard function non-parametrically. Using large sample
method.
The cumulative hazard function gives us an idea about the underlying probability
distribution of the rv. From thereon, I fit an appropriate distribution to the given data
and thus estimate the survival function parametrically. Here , I obtain a 95% confidence
interval.
Now, | will be heading towards a comparison of the results obtained from these two
different approaches . The two estimated survival functions will be plotted alongside to
show the parity between them.
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THEORY:

The data at hand is an interval censored data. The interval censoring scheme can
be described as follows. Suppose n identical items are put on a life testand let T4, . . .,
T,, be the lifetime of these items. For the i-th item, there is a random censoring interval
(L; , R;), which follows some unknown bivariate distribution. Here Li and Ri denote
the left and right random end point, respectively, of the censoring interval. The life time
of the i-th item, T; , is observable only if T; & [L; , R; ], otherwise it is not observable.
Define 6; = I(T; € [L;, R; ]), then §; = 1 implies the observation is not censored. In that
case the actual value of T; is observed. When ;= 0, only, the censoring interval [L;, R;

] is observed. For all the n items, the observe data is of the form (y; , §;),i=1,...,n,
where
_( (T if T; & [Li,R;]
i, 81) = {([Li,Ri 1,0) otherwise

e The survival function S(.) at a given time point is defined as the probability of a case
not facing the vital event ( disposal of the case in this case) before the given time
point,
ie.S(t)=Pr{r>t}

* Non-parametric approach:

* To construct the estimator, let 0 =10 <11 <12 <- - - <tm be a grid of time which
includes all the points Li and Ui fori=1, ..., n. For the ith observation, define a
weight aij to be 1 if the interval (tj—1, 7j ) is contained in the interval (Li, Ui ] and 0,
otherwise. The weight aij indicates whether the event which occurs in the interval (Li
, U1 ] could have occurred at 7j . An initial guess at S(tj ) is made and the Turnbull’s
algorithm is as follows:.

* +Step 1: Compute the probability of an event occurring at time tj by pj = S(tj—1) —
S(xj)j=1,...,m;

aijp;

*  Step 2: Estimate the number of events which occurred at tj by d; = Y14 5

1]?:1 XikPk

» Step 3: Compute the estimated number at risk at time tj by Yj = {=1 d;

» + Step 4: Compute the updated Product-Limit estimator using the pseudo data found in
Steps 2 and 3. If the updated estimate of S is close to the old version of S for all 1j’s,

stop the iterative process, otherwise repeat Steps 1-3, using the updated estimate of S.

Let, t; < t, < -+ < t; be Kk fixed time points not necessarily at intervals of one year.
So, the Kaplan-Meier estimate of the survival function could be written as:

S/(%j) = q(t-)q(tr-1) ...q(t;)q(0)

From these estimates, a suitable transformation is taken of the estimated survival
function values and the values of S(.) at intermediate time points are obtained by
linear interpolation.

i.e. if we have S(¢,) and S(¢,_,) and we intend to find S(¢,,,), where t,_;< t,,< t,.

First, some suitable transformation of S(¢) is taken, say £(S(t)), such that f is a
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linear function of t and it is (FESCE (r—1))ht (—10)
invertible.

(FLS(t_m) )t m)
Secondly, for linear interpolation, we ‘

have the following setup, as shown

. ) (F(S(r) )i
in the figure. | |
Thus, it could be written that; & (r-1) t_m tr
—f{s{t)
F(Stm)) = F(S(tr-1)) _f (S(t)) = F(S(tm))
(tm - tr—l) (tr - tm)

On simplification , this equation yields
festeny) = = mf (S(tr_(i))jt(zn)— tDf(S(t)

Thirdly, we have the estimated values of f(S(t)) . By taking the inverse of f, we
obtain the estimated S(t) at the intermediate timepoints.

ie. S(tn) = f 1 (S(tn)

Then, to estimate the cumulative hazard function, the estimator due to Nelson and
Alen is being used.
Let, ;= [t;, tj;1) be disjoint time intervals, with
n; = number of cases at risk of vital event in I;
d; = number of cases disposed in the time interval I;
The Nelson-Alen estimator for the cumulative hazard function is given as;

H(t) = n—j
t;st
e CALCULATIONS: The following table shows the estimated values of S(t) for the
given time points in the data;

. S(0)
. 1

. 0.781117514
5 0.544402392
: 0.271114399
10 0.115069453
20 0.023716314

On transforming the S(t) using f(.)= arctan(.), we obtain the values of the transformed
survival function as follows;
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20

S(t)

1
0.781117514
0.544402392
0.271114399
0.115069453
0.023716314

arctan S(t)

0.785398163
0.663120716
0.498535468
0.264750222
0.114565573
0.023711869

08

06

04

02

00

8|Page




The values of the survival function obtained by the method of linear interpolation are

given below:

A W

o1

10
11
12
13
14
15
16
17
18
19
20
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arctan S(t)
0.785398163
0.663120716
0.580828092
0.498535468
0.407758396
0.264750222
0.234713292
0.204676363
0.174639433
0.144602503
0.114565573
0.105480203
0.096394832
0.087309462
0.078224091
0.069138721
0.060053351
0.05096798
0.04188261
0.03279724
0.023711869

S(t)=tan{arctan S(t)}

1
0.781117514
0.656352638
0.544402392
0.431968741
0.271114399
0.239120582
0.207583211
0.176436802
0.145618879
0.115069453
0.105873145
0.096694512
0.087531992
0.078384034
0.069249097
0.060125647
0.05101216
0.041907117
0.032809004
0.023716314



The plot of the survival function now looks like the given graph.
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On interpolating, we find that the median of the distribution is found to be 3.46 years,
or approximately 3 years and 5 months.
The calculated values of H(t) are tabulated below.

T H(t)

0 0.215306
1 0.437157
3 0.491932
5 0.553063
10 0.587965
20 0.614996
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The plot of the estimated cumulative hazard rate is shown below.
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Parametric Approach :

In interval-censored data in which the responses are independent pairs (u;,v;), i =
1(1) n, it being known that u; < T; < v; . An exactly known lifetime is given by
taking v;-. When the individual lifetimes T; are identically distributed with c.d.f.
F(t), the likelihood function becomes

n
L= [reo - Pt a - Fwoy-o

i=1
Where §;=number of events in the interval (u;,v;).
The interval censoring scheme can be described as follows. Suppose n identical items
are put on a life testand let Ty, . . ., T, be the lifetime of these items. For the i-th item,
there is a random censoring interval (L; , R;), which follows some unknown bivariate
distribution. Here Li and Ri denote the left and right random end point, respectively,
of the censoring interval. The life time of the i-th item, T; , is observable only if T; &
[L; , R; ], otherwise it is not observable. Define 6; = (T; € [L;, R; ]), then §; =1
implies the observation is not censored. In that case the actual value of T; is observed.
When §;= 0, only, the censoring interval [L;, R; ] is observed. For all the n items, the

observe data is of the form (y; , §;),i=1, ..., n, where
_( (T, if Ty & [Li,R; ]
i, 81) = {([Ll-,Ri 1,0) otherwise

In the parametric setup, we make a guess about the underline distribution of the time to
judgment random variable from the cumulative hazard rates obtained from the non parametric
computation. The cumulative hazard function obtained from the non parametric procedure,
looks similar to that of the Weibull and Log Logistic distributions.

Case 1: The Weibull Distribution

In this section, it is assumed that T;, . . ., T;, are independent identically distributed (i.i.d.)
Weibull random variables with the probability density function

BAB-te=2F i >0

f(t;ﬁ’)“):{ 0 if t<0

here B > 0, A > 0 are the shape and scale parameters respectively. From now on, the Weibull
distribution with the PDF defined as WE(f, A). Also it is assumed that the random censoring
times L; and R; are independent of T; , and it does not have any information regarding the
population parameters £ and A.First we consider the maximum likelihood estimation (MLE)
of Band A. It is observed that the maximum likelihood estimators (MLEs) do not exist in
closed form, and they have to be obtained by solving two non-linear equations. Moreover, the
standard Newton-Raphson algorithm may not even converge sometimes.

In this section we provide the MLEs of 8 and A. It is assumed that the observed data is as
follows. (T3, 1), ... (Ty, + 1), ([Lny+10 Rny+11 0)s oo ([ Ly o Ry, 12 0)-

Here n, and n,, denote the number of uncensored and censored observations, respectively,
and n,; +n, = n. Based on the assumptions as described in the previous section, the
likelihood function can then be written as
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L(B, Aldata) = cB™A™ [T, tiﬁ—le—zz?zll t;# 1 (e—,ul-ﬁ’ _ e—zrlﬁ) .

i=n,+1

Here c is the normalizing constant independent of S and A. The log-likelihood function
becomes

(B, Aldata) =1(B,A) =Inc+ nyInB+ nylnA+ (B- DY Int; —AX 2 t,F

+ l_[n1+n2 ln ( ﬂ.ll‘B _ e—l‘r‘iﬁ).

i=ni{+1

The corresponding normal equations can be written as;

ni+n,

al(B, A Be= i iy, — 1.2 1,
(ﬁ) n1+21nt—12tﬁlnt+12r6 Timhe T My

e—)lliﬁ — e—/’lriﬁ

i= ni+1

nitn;

e —ar# B -1
aB,A) ny z z riBe= i inr, — 1P e~
_M tiﬁ n i i i -0

6/1 ﬁ e—lliﬁ — e—ﬂT‘iB

i=1 i=n1+1

The MLEs of £ and A are obtained by solving equations simultaneously, using numeric
methods like Newton-Raphson. Here the estimates of the parameters are obtained by using
the icenReg package in R. The results are as follows:

>Call: ic_par(formula = Surv(L, R, type = "interval2") ~ grp, data = mt,

model = "aft", dist = "weibull")

Estimate Exp(Est) Std.Error
log_shape 0.1006 1.1060  0.0002234
log_scale 1.5070 4.5120  0.0003096
arp -1.5330 0.2159  0.0003645
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So, A = 44512, 8 = 1.106

Thus the estimated survival function S(t) = e~44512¢"°° and the estimated cumulative
hazard function H(t) = 4.4512t1%¢

Case 2: The Log Logistic Distribution

In this section, it is assumed that T;, . . ., T;, are independent identically distributed (i.i.d.) Log
Logistic random variables with the probability density function

a tog
(E)(E) 1

f(t) ={— =
a+(3) )2

t>0,

here a > 0, § > 0 are the shape and scale parameters respectively. From now on, the Log
Logistic distribution with the PDF defined as LL(S, a). Also it is assumed that the random
censoring times L; and R; are independent of T; , and it does not have any information
regarding the population parameters a and .

In this section we provide the MLEs of a and £. It is assumed that the observed data is as
follows. (Til 1)1 e (Tn1 ) 1)’ ([Ln1+11 Rn1+1]! 0)1 e 1([ Ln1+n2 ) Rn1+n2 ]l O)

Here n, and n,, denote the number of uncensored and censored observations, respectively,
and n, +n, =n.Based on the assumptions as described in the previous section, the
likelihood function can then be written as

The log-likelihood function becomes

DF CHF

InL(a, fldata) = ¥, &;In [ |- -=6)In[1+ (%)B]

LHCHE 1+CHE

The corresponding normal equations can be written as;

a

dlnL n6ﬁA—B+C—D (1_5i)§[C_D]
W_Zl { A+C } 1_|_(%),3

i=1

V; V;
dlnL Z": U-V-X+Y (1—6i)(g‘)ﬁln(;‘)_0

TN, i
ap — U+X 1+ (EL)B
Where
Uu; U Vi v Ui, Ui
= (;)B :—(7)B — (E)B D= (E)B =1n (;)(;)B
EHE T T arEhE? T )P a+DHh? +CHF
_n (e _nhyp _in G iyze

, and &;=number of events in

Ca+ChEy
the interval (u;,v;).

C1+(h CA+EHy?
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The MLEs of « and £ are obtained by solving equations simultaneously, using
numeric methods like Newton-Raphson. Here the estimates of the parameters are obtained by
using the icenReg package in R. The results are as follows:

>Call: ic_par(formula = Surv(L, R, type = "interval2") ~ grp, data = mt,

model = "aft", dist = "loglogistic™)

Estimate Exp(Est)
log_alpha 1.0770 2.9350
log_beta 0.7418 2.1000
grp -2.1630  0.1149

10
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00
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So, & =293, =2.10
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1

t
1+(m)2.93

«  Thus the estimated survival function S(¢t) = and the estimated cumulative

. — £ \293
hazard function H(t) = In (1 + (m) )

The plots of the survival functions are given below.
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The blue curve is the survival function of the fitted Weibull distribution and the red
curve is the survival function of the fitted LogLogistic distribution.

It is evident from the two plots that the LogLogistic distribution is a better fit to the
given data.

Thus, it is graphically visible that the LogLogistic distribution is a better fit to the given data.
Now, the expectation of the LogLogistic distribution is given by the integral
Ay tya—-1
. t%dt and the median is a.
(1+(E) )?
Since, a = 2.93, the median time to judgement is about 3 years, and the mean time to
judgement is found to be 4.39 years.
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R code : The R code used for fitting the distribution is given below:

L<-
c(rep(0,360937),rep(1,1288062),rep(1,261895),rep(3,897719),rep(3,64835),rep(5,1088527),r
ep(5,93282),rep(10,1389719),rep(10,41762),rep(20,291420),rep(20,8346))

R<-
c(rep(1,360937),rep(1,128802),rep(3,261895),rep(3,897719),rep(5,64835),rep(5,1088527),re
p(10,93282),rep(10,1389719),rep(20,41762),rep(20,291420),rep(Inf,8346))

grp<c(rep(1,360937),rep(0,128802),rep(1,261895),rep(0,897719),rep(1,64835),rep(0,108852
7),rep(1,93282),rep(0,1389719),rep(1,41762),rep(0,291420),rep(1,8346))

mt<-data.frame(L,R,grp)

fit_weibull <- ic_par(Surv(L,R, type="interval2'")~grp,data=mt, model = "aft", dist =
"weibull"™)

summary(fit_weibull)

fit_log <-ic_par(Surv(L,R, type="interval2")~grp,data=mt, model = "aft", dist =
"loglogistic™)

summary(fit_log)
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Results and Discussions:

The time to judgement of court cases concerning the data , is therefore found to
follow the LogLogistic distribution.

The mean time to survival for the waiting time to judgement has been found to be 4.39 years.

The median time to judgement was found to be about 3 years in both the parametric and
nonparametric setup.
The standard deviation of the LogLogistic distribution was found to be 3.77 years.

Thus, we find a 95% confidence interval for the time to judgement random variable as (
2.88,15.99), using large sample normal approximation and thus the percentage points of the
standard normal distribution.

Hence, it could be inferred that the time to judgement of court cases, both civil and criminal
fall in the interval (2.88,15.99) 95% of the time.
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